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Abstract: The objective of this paper is to identify the parameters that determine the level (high or low) of an athlete. The 

developed method is based on the algorithms of ant colonies. In this paper We will focus on the application of an algorithm 

named: SAC “Scout Ant for Clustering”. This method is an extension of existing data clustering algorithms (ACO) based on 

ant colonies. The clusters’ separation test was improved by using the probabilities determined in step search of the best path 

between all instances. The SAC method treated any data sets (heterogeneous attributes: continuous and nominal) and 

represents each cluster by its prototype. This is determined for each cluster and it is the closest instance to all elements of the 

cluster. This method will be applied to cardiological data, which are taken on athletes. 
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1. Introduction 

The ant colony algorithms simulate the behavior of real 

ants using a colony of artificial ants to find the optimal path 

between the data [12]. The motivation of this work is to 

develop a method based on ant colonies that can handle 

heterogeneous data with continuous class. [2] We developed the 

algorithm named Fuzzy Ant Miner [1] that extracts fuzzy rules 

[3] from the training data. It processes the data with nominal 

class [11] and has the disadvantage of not treating the data as 

continuous class [8]. We propose a new data classification 

method based on ant colony algorithms. This method divides 

the heterogeneous data into homogeneous groups. 

A cluster is a collection of objects that are similar to each 

other and are different objects belonging to other groups. 

Our method SAC [9] is based on ACO algorithm [4]. It is 

treated in three steps: 

� Finding the optimal path by ants. 

� Separation of data into homogeneous groups; 

� Calculation of the prototype of each group. 

The search for the best path is made in the same manner as 

that used in the ACO method. This step is to compare the 

paths made by all the ants, crossing all the game data, and 

select the best in terms of distances. 

The originality of our method is that it organizes the data 

in the form of clusters by using a probabilistic criterion, 

which depends on the distance and the amount of pheromone 

deposited by the ant.  

Moreover calculating the center of gravity by ACO method 

assumes that all attributes are continuous, whereas in most of 

the existing data, attributes are heterogeneous. 

Our method will determine a prototype of each cluster; it is 

the most representative element. 

The objective of this study is to have rules that determine 

the level (beginner or high) of an athlete from cardiological 

measures taken. The study was performed on 60 athletes 

from the sport's school (ENS) OF Casablanca. 20 qualified 

students that beginners just joined the school, 20 qualified 

students of intermediate level as they passed a year in school 

and 20 high-qualified students as they passed more than a 

year in school. The measurements were performed in the 

cardiology department of the CHU Ibnou Rochd. 

The rest of the paper is organized in four sections: 

The first is devoted to the explanation of data aggregation 

principle. In the following, we give the algorithmic structure 

of our method, the class diagram and graphics interfaces. In 
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the third section, we give the results of our method applied to 

real data. Then the last section is devoted to classify seventy 

athletes into three groups according to their sporting level 

(low, medium or high) according to their cardiological 

characteristics. 

2. Scout Ant for Clustering 

A. Finding the best path using the SAC method. 

The objective of the first step is to find a good path 

connecting all points of the data set using the ACO algorithm 

[5]. This is equivalent to building a graph whose nodes 

represent all the data analyzed [6]. The probability that k ant, 

which occupies the i position, moves to the j position, is 

calculated by the following function [7]: 
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� Zk is a list of data not visited by ant k. 

� )(tijτ is the amount of pheromone in the transition 

between data i and j. 

� α is the intensity of the level of pheromone. 

� β is the data visibility. 

� ηij is the inverse of the distance between data i and j. 

B. Criteria for separating groups. 

After finding the best path by ants in the first stage, the 

method starts a new phase, which aims to separate the data 

into homogeneous groups. The objective of this next step is 

to separate data into homogeneous groups. Clustering [13] 

is the act of cutting a set of objects into groups (clusters) so 

that the characteristics of objects in the same cluster are 

similar and that the characteristics of objects in different 

clusters are distinct. We have introduced a new criterion for 

the separation of homogeneous groups based on the 

transition probabilities between the data of the optimal path. 

The method seeks the lowest transition probability among 

all calculated in the optimal path. The first boundary 

between the two groups is considered between the given i 

and j given. Then we redo the same operation in each group 

so that there is a transition probability ε lower than a value 

entered by the user: 

   ijP ε<                                          (2) 

� ε is a parameter called attachment coefficient and its 

range is (0, 1). 

� ijP is the transition probability (Equation 2) between 

Examples i and j. 

This criterion considers the separation distances and levels 

of pheromone. The processing time of the separation of 

groups will be improved compared to ACO algorithms: 

� the probabilities have been already calculated in the 

first step. 

� The criterion of separation does not depend only on the 

distance but also depends on the amount of pheromone 

deposited by ants. 

The illustration of this separation step is shown in Figure1 

where probabilities P16 and P53 are below ε. None of the 

other probabilities justifies this condition. 

C. Cluster’s prototype. 

Once the groups consisting, the method determines a 

prototype of each cluster based on the distances (Equation 

3.3) between each cluster member other data. The prototype 

of a cluster is the one closest to all cluster data in question. 

For each element, the method computes the distance 

separating it from each point in the same cluster, and then 

calculates the sum of these distances. The prototype will be 

the element for which this sum is minimal. It will be the 

representative element of all cluster data. 

3. Scout Ant for Clustering Algorithm 

The pseudo-code shown in Figure 3.1 shows the various 

processing steps of our SAC method. The user enters the 

number of ants, the value of the attachment coefficient and 

the initial level of pheromone deposited in any position. 

Default values are available to the user. 

Inside the loop (For), each ant finds a path. If the overall 

length of this path is less than the best path, it will be stored 

as the new best path. The transition probabilities are stored 

and pheromones levels will be updated in all positions so 

that these levels in the nodes visited by the ants will be 

strengthened and unvisited nodes will be reduced 

(evaporation of pheromone). Thus, this loop is the best path 

among all data based on the transition probabilities 

(Equation 3.1). 

The second loop (While) partitions data into homogenous 

groups on the basis of a new criterion (Equation 3.2). For 

each group, the method determines the most representative 

element which is the closest of all cluster. 

 

Fig. 1. Pseudo code of SAC algotithm. 



 International Journal of Intelligent Information Systems 2016; 5(3-1): 23-27  25 

 

4. Applications 

2.1.UCI datasets 

To confirm the results obtained by our method, a 

comparative study was conducted on real data. In this study, 

we did tests on standard databases obtained from the data 

warehouse: UCI. [16]. 

The algorithms based on data clustering existing ant 

colonies treat non heterogeneous datasets. To compare our 

method with these algorithms, we were forced to experiment 

on datasets whose attributes are the same type. 

We first start by comparing our method with ACOC 

algorithms "Ant Colony Optimization Clustering Algorithm" 

and KHM "K- Harmonic Means Clustering algorithm" on 

datasets " Nursery " and " Solar Flare ". Indices different 

validation algorithms are grouped: entropy and F- measure. 

Then we make comparisons with the ACA algorithms "Ant 

Clustering Algorithm" and K-means on the data sets "Iris," 

"Ionosphere", "Pima" and "Wine" using as validation indices: 

F-measure and SSE (sum of error squares). 

A. Comparison of SAC algorithm with ACOC and KHM 

For different numbers of ants, we set the attachment 

coefficient ε to obtain different numbers of clusters. The 

results obtained show that the SAC method generated 

partitions that have the lowest average value of entropy and 

the largest average value of the F-measure factor. Moreover, 

we note that the best scores of the SAC algorithm are those 

containing four and five clusters. This can be explained by 

the fact that the number of clusters approaches the actual 

number of class data sets used. 

“Fig. 2,” and “Fig. 3,” show, respectively, the average 

values of validation indices: entropy and F-measure for the 

Nursery dataset. “Fig. 4,” and “Fig. 5,” show, respectively, 

the average values of validation indices: entropy and F-

measure for the Solar dataset. 

 

Fig. 2. Average values of entropy (Nursery dataset). 

 

Fig. 3. Average values of F-mesure (Nursery dataset). 

 

Fig. 4. Average values of entropy (Solar dataset). 

 

Fig. 5. Average values of F-mesure (Solar dataset). 

2.2. Comparison of SAC algorithm with k-means and ACA 

In these experiments, we measured two-factor validation 

[10] of clustering methods: 

� F-measure: external validation Factor. 

� SSE: internal validation Factor. 

ACA, k-means and SAC algorithms are experienced on 

four UCI datasets: Iris, Wine, Ionosphere and Pima. The 

graph below shows the results obtained. 
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Fig. 6. Indices validations. 

The results show that the method that presents the lowest 

average SSE and the highest F-measure is our SAC method. 

5. Cardiologic Indicators of an Athlete's 

Level 

A. Dataset. 

The data were provided by Abdenasser DRIGHIL, MD: 

Professor and consultant cardiologist, department of 

cardiology Ibn Rochd University Hospital. There are two 

database instances 60 each. The first contains measurements 

taken before physical effort and the second after physical 

exertion. 

Each database consists of 28 digital and rated class 

attributes that can have 3 values: d (beginner), m (average 

level) and h (high level). After a statistical study, and in 

consultation with the expert, we have qualified the group of 

average students as belonging to the group of beginners. So, 

beginners are numbered 0 to 39, and top athletes 40 to 59. 

Moreover, and according to a statistical study using SPSS 

software, we found that only five attributes that change 

depending on the physical effort and according to the class. 

So we created a new database that consists of five attributes 

(MASSEVGPR, SVDPR, SSPR, DHOGPR and TDEPR) and 

a class (D or H). 

B. Application of the SAC method before physical effort. 

After getting the optimal path, the method separated the 

data into two clusters: 

� First cluster: beginner. 

The prototype of high level athletes is the number 42 

whose object attribute values are: 

� MASSEVGPR=26.85027531. 

� SVDPR=13.0. 

� SSPR=7.0. 

� DHOGPR=35.0. 

� TDEPR=271.0. 

� Class=d. 

� Second cluster: high-level athlete. 
The prototype of high level athletes is the number 42 

whose object attribute values are: 

� MASSEVGPR=44.56758309. 

� SVDPR=16.0. 

� SSPR=6.0. 

� DHOGPR=43.0. 

� TDEPR=146.0. 

� Class= h. 

C. Application of the SAC method after physical effort. 

� First cluster: beginner. 

The prototype of high-level athletes is whose object 

attribute values are: 

� MASSEVGPS=33.70665378. 

� SVDPS=18.0 

� SSPS=8.0. 

� DHOGPS=34.0. 

� TDEPS=163.0. 

� Class= d. 

� Second cluster: high-level athlete. 
The prototype of high-level athletes is whose object 

attribute values are: 
� MASSEVGPS=45.79442898. 

� SVDPS=22.0. 

� SSPS=13.0. 

� DHOGPS=35. 

� TDEPS=173.0. 

� Class=h. 

D. Results interpretation. 

We note that the class of the first cluster prototype is 

beginner. As against the class of the second cluster is high. 

Those latter shows that the method well separates the two 

types of athletes. 

After seeing the results, the expert has preferred the 

results obtained by the SAC method as representative 

prototypes of clusters instead of the results obtained by 

several classification methods. The only results that 

coincide with his vision in this database are those of the 

SAC method. 

Conclusion 

We proposed a learning method based on ant colonies to 

treat databases whose class is continuous values. The 

methods of clustering based ant colony data can only handle 

the same type of data. Our method takes into account the 

attributes of continuous type, nominal or ordinal in the data 

grouping process. 

In the group separation process, we used a new 

probabilistic criterion. This criterion is based on the 

transition probabilities previously calculated in step search 

of the best path between all instances. Once determined 

clusters, the method proceeds to the election of a 

representative element of each cluster (prototypes). This 

element is the closest to all instances belonging to the same 

cluster. 

To validate our method, it was tested on artificial data 

distributed differently. The data distributed in a spherical 

manner were not properly separated into homogeneous 

groups. This is a very important feature of our method 

because of the very popular methods of data clustering do not 
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possess. The results coincide with our expectations in terms 

of number of clusters and prototypes. 

To evaluate our method, it was compared with other 

algorithms on real data from the UCI repository. The 

measured value of the index validation f-measure is the 

largest for the SAC method. It also has the lowest value of 

entropy. 

We applied the method to two real SAC medical databases 

retrieved the cardiology department at the University 

Hospital Ibn Rochd. The method has generated for both 

databases clusters whose prototypes justify the rules obtained 

by Fuzzy Ant - Miner. A new injection given in the SAC 

method will be assigned to the cluster that is the closest to 

him. The cluster is represented by its prototype. 

These encouraging results show that our method is 

effective for different types of databases. 
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